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Today

❍ Supervised learning 2

‚ TF-IDF
‚ Measuring supervised learning performance
‚ Receiver Operator Characteristic (ROC) Curves
‚ Area under the curve
‚ The research frontier

❍ Video lectures & exercises
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Supervised learning with text data

❍ In, for example, topic models, we typically use raw counts in a
document feature matrix (DFM)

❍ With supervised learning models, we might want to transform
our DFM to emphasize the importance of each word/token to
each specific document

❍ But how can we account for word/token importance?

❍ The idea: A word/token that is used in many documents is
not good at differentiating between those documents

❍ Enter: TF-IDF
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How relevant is each word to each document?

❍ Term Frequency-Inverse Document Frequency

❍ Important in information retrieval & machine learning

❍ Each word/token is scored by how frequent it appears in a
specific document (just like our normal Document Frequency
Matrix)

❍ But is weighted by how frequent that word/token appears in
all documents

❍ Term frequency is how often a term occurs in a specific
document

❍ Inverse document frequency is how often a term occurs across
documents

❍ TF-IDF is calculated as: term frequency ˆ inverse document
frequency
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TF-IDF calculation

❍ Term frequency
‚ Count of a term (in a given document)
‚ Count of a term as a proportion of all terms in a document

‚ The most commonly used

‚ Binary of whether a term is in a document or not
‚ log(1 + count of a term)
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TF-IDF calculation

❍ Inverse document frequency:
‚ log( Total number of documents

Number of documents containing term )

‚ Other possibilities, but this is the most common
‚ log() has the practical implication of assuming importance of a
term is not weighted linearly
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TF-IDF example

i am a republican democrat

Document A 4 3 8 2 0
Document B 4 3 8 0 2

TF-IDF of “i” in Document A

tf: 4 / (4 + 3 + 8 + 2 + 0) = 0.24
idf: log(2 / 2) = 0
tfidf: 0.24 * 0 = 0

TF-IDF of “republican” in Document A

tf: 2 / (4 + 3 + 8 + 2 + 0) = 0.12
idf: log(2 / 1) = 0.30
tfidf: 0.12 * 0.3 = 0.04
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Use TF-IDF DFM to fit machine learning models

❍ Some machine learning models benefit from using the TF-IDF
version of the Document Feature Matrix (DFM)

❍ You can use it in your lasso/ridge/elastic net and tree-based
(random forests) methods, for example

❍ In the lab, you will use both the raw DFM count and the
TF-IDF transformed DFM in a supervised learning context
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Measuring performance

❍ If we test multiple supervised learning models, or try multiple
hyperparameters for a single model, how do we know which
one is “best”?

‚ Accuracy
‚ Precision
‚ Recall
‚ F1 score
‚ Receiver Operator Characteristic (ROC) Curve
‚ Area Under the Curve (AUC)
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Confusion matrix

Actual value

0 1

Predicted
0 True negatives False negatives
1 False positives True positives

❍ Accuracy: correct predictions / total predictions

❍ Precision: true positives / (true positives + false positives)

❍ Recall: true positives / (true positives + false negatives)
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Confusion matrix example

Actual value

0 1

Predicted
0 4000 100
1 300 200

❍ Accuracy:

❍ Precision:

❍ Recall:
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Confusion matrix example

Actual value

0 1

Predicted
0 4000 100
1 300 200

❍ Accuracy: 4200 / 4600 = 0.91

‚ i.e. Proportion of correct predictions

❍ Precision:

❍ Recall:
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Confusion matrix example

Actual value

0 1

Predicted
0 4000 100
1 300 200

❍ Accuracy: 4200 / 4600 = 0.91

‚ i.e. Proportion of correct predictions

❍ Precision: 200 / 500 = 0.40

‚ i.e. Proportion of correct positive predictions

❍ Recall:
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Confusion matrix example

Actual value

0 1

Predicted
0 4000 100
1 300 200

❍ Accuracy: 4200 / 4600 = 0.91

‚ i.e. Proportion of correct predictions

❍ Precision: 200 / 500 = 0.40

‚ i.e. Proportion of correct positive predictions

❍ Recall: 200 / 300 = 0.67

‚ i.e. Proportion of positives predicted as positive
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The precision versus recall tradeoff

High recall, but low precision

Actual value
0 1

Predicted
0 0 0
1 4000 100

Accuracy: 100 / (4000 + 100) = 0.02
Precision: 100 / (4000 + 100) = 0.02
Recall: 100 / (100 + 0) = 1

High precision, but low recall

Actual value
0 1

Predicted
0 4000 80
1 0 20

Accuracy: 4020 / (4000 + 100) = 0.98
Precision: 20 / (0 + 20) = 1
Recall: 20 / (20 + 80) = 0.20
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F1 score (or F score)

❍ A balance between recall and precision

❍ Punishes an algorithm as the difference between recall and
precision increases

F1 = 2 ¨
precision ¨ recall

precision+ recall

Example of how F1 score punishes differences in precision & recall

Recall Precision Average F1 Score

0.7 0.7 0.7 0.700
0.65 0.75 0.7 0.696
0.6 0.8 0.7 0.686
0.5 0.9 0.7 0.643
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Receiver Operator Characteristic (ROC) Curve

❍ Some machine learning models assign probabilities to classes
e.g. logistic regression (lasso/ridge/elastic net)

❍ This allows us to flexibly examine how well a model predicts
an outcome

❍ Why? Because we have a choice about what cutoff to set to
assign a 0 to or a 1 to when we make a prediction (a 1
needn’t be only for ŷi ą 0.5)

❍ If we set the cutoff at a specific probability (e.g. 0.3), how
many true positives will we classify? How many false
positives?

❍ Useful because decision-making often concerns the tradeoff
between true positive and false positives (e.g. COVID)
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Outcomes of models are often in probabilities
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Receiver Operator Characteristic (ROC) Curve

❍ ROC curves visualize the tradeoff between true positives and
false positives

❍ True Positive Rate: True positives
True positives+False negatives

‚ i.e. Out of all actual positives, how many do you correctly
classify as a positive

❍ False Positive Rate: False positives
False positives+True negatives

‚ i.e. Out of all actual negatives, how many do you incorrectly
classify as a positive
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Receiver Operator Characteristic (ROC) Curve
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Area Under the Curve (AUC)

❍ The area under an ROC curve provides a summary statistic of
a classifier’s performance across all thresholds

❍ It also equals the probability that a randomly chosen positive
case is ranked higher than a randomly chosen negative case

❍ Rather than train a machine learning model/algorithm for
accuracy, some therefore use the AUC statistic instead
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Key Words in Context (KWIC)

❍ In LDA models, it is often unclear what a specific word or
token means

❍ To get an understanding of specific tokens, it’s often useful to
look at them in their original context...
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Example of the need for token context
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kwic() in quanteda
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Re-thinking supervised learning

❍ Standard way to think about supervised learning is as a
predictive exercise

❍ Predictions are a means to classification or, say, forecasting

❍ The coefficients or predictions in these models nevertheless
can be meaningful in themselves

❍ A couple of examples:

‚ Wu (2018)
‚ Peterson & Spirling (2018) and Green et al. (2020)
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Is academic culture in economics unwelcoming to
women?

❍ Women are generally under-represented in STEM

❍ It has been suggested that part of this is due to an
unwelcoming culture toward women in these fields

❍ But how does one examine this empirically?
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Examining culture empirically

❍ Wu (2018) collects posts from the Economics Job Market
Rumors (EJMR) message board

‚ An anonymous web forum for discussion among economists,
designed originally for talk about the economics job market

❍ Collects posts from EJMR (Oct 2013 - Oct 2017)

❍ Use keywords to find posts about women (e.g. “she”,
“woman”) and posts about men (e.g. “he”, “man”)
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Empirical strategy

❍ Removes keywords from all posts, and then uses the
remaining words/tokens to predict which posts were about a
woman, and which were about a man

❍ Fits a lasso (logistic) regression model to predict posts about
women and about men

❍ Examines the words that are the most predictive of a post
being about a woman or a man...
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Always examines the frequency of “female” words

❍ Some of the most predictive stereotypical words were also the
most frequent...
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How can we measure political polarization?

❍ Measuring polarization in a parliamentary system is
challenging because roll call votes are not overly informative

❍ Authors use the errors in a supervised learning model to
measure polarization
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How can we measure political polarization?

❍ Measuring polarization in a parliamentary system is
challenging because roll call votes are not overly informative

❍ Authors use the errors in a supervised learning model to
measure polarization

❍ Data from Hansard record of British parliamentary debates
from 1935 to 2013 (3.5 million speeches)
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Measuring polarization with supervised learning
accuracy

❍ Machine learning model used to predict whether a speaker is
from one party or the other (Conservative or Labour)

❍ In periods of low polarization, little will differentiate the
speech of members of each party, thus low predictive accuracy

❍ In periods of high polarization, much will differentiate the
speech of members of each party, thus high predictive
accuracy
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Other topics you might be interested in

❍ Image data

❍ Network analysis and visualization
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Image data
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Network analysis and visualization / digital ethnography
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Tweet, retweet, quote tweet, mention, reply network
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Anti-maskers use data similarly on social media
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Visualization sharing among communities (based on
image embeddings to link similar images)
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