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Today

❍ Ordinary Least Squares (OLS)

‚ What do controls buy us?

❍ Implementing OLS in R
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Origins

Galton, F. (1886). “Regression towards mediocrity in hereditary
stature.” The Journal of the Anthropological Institute of Great
Britain and Ireland, 15: 246-263.
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Building intuition with a simple empirical case

❍ Are there economic returns to attending a private (rather than
public) university?
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Theory

Could be higher economic returns to private education because:

❍ Smaller class sizes
‚ Mechanism: more one-on-one time with instructors

❍ More distinguished faculty
‚ Mechanism: Faculty are better teachers; faculty have more
connections to employers

❍ More intelligent peers
‚ Mechanism: Opportunity to learn from peers; more
competitive increases effort
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The experimental ideal:

❍ Random assignment to treatment: randomly assign students
to attend a private or public university

❍ Why? Because we want to compare effectively equivalent
people (or districts, institutions, states, time periods etc.)

❍ And we can’t examine the effect of public versus private for
each individual because of the fundamental problem of causal
inference
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The problem

❍ Unless we have control over treatment assignment, we need to
account for the fact that those in one group will be different
from those in another group for other reasons
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The problem

❍ A simple comparison between those who went to public and
private university might show a difference in earnings, but for
reasons unrelated to which university those in each group
attended
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The key motivating assumption (although a heroic one)

❍ “Regression-based causal inference is predicated on the
assumption that when key observed variables have been made
equal across treatment and control groups, selection bias from
the things we can’t see is also mostly eliminated.”
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Potential assumption violations

Differences in earnings between those who went to private and
public school might arise because of:

❍ Differences in ambition

❍ Differences in family income

❍ Differences in intelligence

❍ Differences in socio-demographics
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Consequences

❍ A simple difference in means between those who went to
private schools and those who went to public school is $10,000

❍ But is this difference caused by getting a private school
education?
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Empirical strategy (Dale & Krueger 2002)

❍ Compare those who applied and got into the exact same
schools

❍ Why? Because those students should be extremely similar on
many unobserved characteristics
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But:

❍ We often want to adjust for multiple variables

❍ Data are often sparse (or continuous) such that perfect
matches on all control variables is effectively impossible
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Regression as an approximate match maker

1. Yi as the earnings Y for student i

‚ Often called a “dependent variable”, “outcome variable”, or
“response variable”

2. Ti P t0, 1u as whether or not student i went to public
(Ti = 0) or private (Ti = 1) school.

‚ Often called the “treatment variable” (often denoted Ti in
political science, Di in economics, and Wi in statistics)

3. Xi as values of the control variable(s) for student i

‚ “The controls”
‚ Also thought of as the “independent variables” (conceptually,
the treatment is too)
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Regression as an approximate match maker

Yi = α+ τTi +βXi + ϵi ,
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Ti treatment indicator for students i
Xi control variable(s) for students i
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Regression as an approximate match maker

Yi = α+ τTi +βXi + ϵi ,

Data (Roman letters: what we have)

Yi earnings of students i
Ti treatment indicator for students i
Xi control variable(s) for students i

Parameters (Greek letters: what we want to estimate)

α a constant
τ the treatment effect
β the relationship between the controls

and the outcome
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What is OLS actually doing?

It’s minimizing the error in what the regression equation predicts
earnings to be (Ŷi ), and what it actually is (Yi ).

Ŷi = α+ τTi +βXi ,

The error, ei , of that prediction is simply:

ei = Yi ´ Ŷi = Yi ´ (α+ τTi +βXi )

Slide 18 of 43



OLS intuition What is OLS doing? OLS in R Exercise: Mutz (2018)

What is the error?

❍ Omitted variables

❍ Measurement error

❍ Random variation
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What is OLS actually doing?

A prediction error in a OLS regression model is called a ‘residual’,
and in OLS we square the error (hence Ordinary Least Squares):

e2i = [Yi ´ (α+ τTi +βXi )]
2
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What is OLS actually doing?

Now imagine that we calculate the prediction errors for every
person in our dataset and add up all the errors. This is called the
residual sum of squares (RSS):

RSS =
n

ÿ

i=1

[Yi ´ (α+ τTi +βXi )]
2 =

n
ÿ

i=1

e2i
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What is OLS actually doing?

OLS regression is designed to find the values of the parameters
(e.g., α, τ, and β) that minimize the sum of the squared errors
(i.e. minimize the “residual sum of squares”).

Slide 22 of 43



OLS intuition What is OLS doing? OLS in R Exercise: Mutz (2018)

Example

Yi = α+ τTi + ϵi

α = 5000, τ = 10000

Ŷi = 5000+ 10000Ti

i Earnings (Yi ) Private school (Ti ) Prediction (Ŷi ) Error (ei ) Squared residual

1 27000 1 15000 12000 120002

2 28000 1 15000 13000 130002

3 21000 1 15000 6000 60002

4 22000 1 15000 7000 70002

5 19000 0 5000 14000 140002

6 21000 0 5000 16000 160002

7 23000 0 5000 18000 180002

RSS = 120002 + 130002 + ... 180002
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Example

Yi = α+ τTi + ϵi

α = 20000, τ = 5000

Ŷi = 20000+ 5000Ti

i Earnings (Yi ) Private school (Ti ) Prediction (Ŷi ) Error (ei ) Squared residual

1 27000 1 25000 2000 20002

2 28000 1 25000 3000 30002

3 21000 1 25000 -4000 -40002

4 22000 1 25000 -3000 -30002

5 19000 0 20000 -1000 -10002

6 21000 0 20000 1000 10002

7 23000 0 20000 3000 30002

RSS = 20002 + 30002 + ... 30002
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So what?

The upshot, is that if we have chosen our controls (Xi ) correctly (a
big if!), we can give a causal interpretation to the parameter we
care about, τ, i.e. the effect on earnings of attending a private
university rather than public university.
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What happens to our estimate when a control is not
included?

Short regression:
Yi = αS + τSTi + ϵi

Long regression (i.e. includes control):

Yi = αL + τLTi +βXi + ϵi
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What happens to our estimate when a control is not
included?

τS ´ τL = β ˆ π1,

where π1 captures the relationship between the treatment and the
control:

Xi = π0 + π1Ti + ϵi

Why should I care? Because a control only matters if it is
correlated with both the treatment and the outcome.
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Alternative notation

Conditional expectation:

E [Yi |Ti ,Xi ],

Read as: “The expected value of Y conditional on the treatment
and controls.”

E [Yi |Ti = 1,Xi ] ´ E [Yi |Ti = 0,Xi ] = τ
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How did Dale & Krueger (2002) do this?

Without controls:

lnYi = α+ τTi + ϵi

With controls (see p. 61):

lnYi = α+ τTi +
150
ÿ

j=1

γjGROUPij + δ1lnSATi + δ2lnPIi

looooooooooooooooooooooomooooooooooooooooooooooon

Control variables

+ϵi ,

where GROUPij is the matched school admission group, SATi is a
standardized test score, and PIi is parental income.
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Dale & Krueger (2002)
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A quick aside about Indian test scores
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Typical problems with regression

❍ Omitted variable bias

❍ Control for post-treatment variables (more later)

❍ Outliers

❍ Multi-collinearity

❍ Non-linear “functional form”
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Example of functional form problems
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Implementing OLS regression in R

# Simple model with a treatment variable and controls

model_1 <- lm(y ~ t + x1 + x2 + x3, data = D)

summary(model_1)
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We won’t need to use non-linear models in this class

❍ e.g. Logistic regression

‚ model_1 <- glm(y ~ x + z,

data = D, family = binomial)

❍ e.g. Poisson

‚ model_2 <- glm(y ~ x + z,

data = D, family = poisson)}
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Explaining the vote for Trump in the 2016 US
Presidential election
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Did low education affect the vote for Trump?
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Mutz (2018) on education & status threat

“[R]egardless of which outcome measures I examined, including
indicators of economic status did not eliminate the impact of
education. ... However, after the relationship between Trump
support and perceived status threat is taken into account, even
lack of a college education no longer predicts Trump support for
any of the measures. These findings strongly suggest that
group-based status threat was the main reason that those without
college educations were more supportive of Trump.”
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Mutz (2018) on education & status threat

“[T]hese results speak to the importance of group status in the
formation of political preferences. Political uprisings are often
about downtrodden groups rising up to assert their right to better
treatment ... The 2016 election, in contrast, was an effort by
members of already dominant groups to assure their continued
dominance.”
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Mutz (2018) on education & status threat
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Download the code and data

1. Download sample R code from the website’s Weekly Readings

2. Download Mutz’s (2018) replication data

Modify the sample R code to:

1. Reproduce Model 2 in Table S5

2. Reproduce Model 3 in Table S5

3. Output a regression table showing Models 1, 2, and 3
simultaneously (as Mutz does in Table S5) using the R library
modelsummary
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Exercise solution

# TABLE S5 MODEL 2

table_s5_m2 <- lm(cutdifftherm ~ party3 + noncollegegrad + white + GENDER +

AGE7 + religion + INCOME +

# Economic variables:

lookwork + ecoworry + perecoperc +

safetynet + medianincome ,

data = D)

# TABLE S5 MODEL 3

table_s5_m3 <- lm(cutdifftherm ~ party3 + noncollegegrad + white + GENDER +

AGE7 + religion + INCOME +

majorindex + pt4r + sdoindex + prejudice +

isoindex + china + immigindex + tradeindex ,

data = D)

# Display all three models with modelsummary ()

modelsummary(list(table_s5_m1 , table_s5_m2 , table_s5_m3),

estimate = "{estimate} (t={ statistic }{stars })", fmt = 2)
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